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Abstract—Extracting high performance from multi-core processors requires increased use of thermal management techniques. In contrast to offline thermal management techniques, online techniques are capable of sensing changes in the workload distribution and setting the processor controls accordingly. Hence online solutions are more accurate and are able to extract higher performance than the offline techniques. This paper presents performance optimal online thermal management techniques for multicore processors. The techniques include dynamic voltage and frequency scaling (DVFS) and dynamic thermal management (DTM), which are capable of handling simulations of hundreds of cores within reasonable time.
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I. INTRODUCTION

The transition to multi-core processors enabled the microelectronics industry to circumvent the power wall - the inability to improve performance of single core processors by simply relying on miniaturization and increasing clock speed, because of the resulting unsustainable growth in power consumption. Increasing the number of cores has become the new scaling strategy, with the expectation that processors with hundreds of cores will be possible in the not so distant future [1].

In comparison with single cores, many-core processors will once again exhibit increased power consumption as well as greater temporal and spatial variation in power consumption among the cores. This is due to variations in the number of threads that can be deployed at any time, and the increased intra-core and inter-core process variations due to miniaturization. Designing a package of a future many-core processor to dissipate the maximum possible power consumption will not only be uneconomical but may not be feasible. A more practical solution will be to design the package that is capable of dissipating the average power, and rely on dynamic thermal management (DTM) techniques (dynamic voltage and speed control or DVFS, and task migration) to ensure that the thermal constraints will not be violated when the power dissipation exceeds the capability of the package. Therefore, with many-core processors, DTM techniques are expected to be activated more often (i.e. not just at thermal emergencies) than in single core processors, and consequently, will have a greater negative impact on the performance.

DTM techniques typically control the power and the thermal behavior of a processor by varying three main controls: core speed, core voltage and allocation of tasks to cores. Speed control is the easiest among them and incurs the least performance penalty but offers less power reduction, whereas voltage and task migration offer the greatest power reduction, but suffer from higher performance penalties.

A. Summary of Contributions

In this paper, we present online control algorithms for optimizing the performance of a heterogeneous multi-core processor subject to thermal constraints, when executing a set of tasks. By heterogeneous, we mean that each core can be operated at independent speed and voltage, and the power-thermal characteristics of cores can vary. The objective is to minimize the latest completion times of all tasks (makespan). The decision variables are the task-to-core mapping, and the individual core speeds and voltages. The relation between temperature of each core and its power dissipation is expressed through a set of linear differential equations.

The above optimization is solved in two steps to reflect the fact that the dynamic control takes place on two different time scales (see Fig. 1). The allocation of tasks are determined at the beginning of the migration interval which is typically between 50 ms to 100 ms (much higher than the die thermal
time constant $t_{\text{die}} \approx 10 \text{ ms}$. Once the tasks are assigned to the cores at the beginning of the migration interval, then every 5 to 10 ms ($\approx t_{\text{die}}$) within the migration interval, the core speeds and voltages are adjusted. The core speeds and voltages are held fixed within a scheduling interval.

The problem of optimal thermal aware task-to-core allocation turns out to be a computationally difficult non-linear optimization problem. We present a simplification that reduces the problem to a linear assignment problem, which is polynomially solvable, and shows that the results yield significant improvements over power based thread migration method [2].

We show that the thermally constrained DVFS policy (also called the voltage-frequency or the voltage-speed policy) over a given interval that minimizes the makespan of a set of tasks is equivalent to maximizing their instantaneous throughput. Throughput is defined as the aggregate of speeds of all cores over a duration of time. Further, this is achieved through the zero-slack policy, which either sets the speed of a core to its maximum value if the temperature of its hottest block is below the temperature upper bound $T_{\text{max}}$, or sets the speed to a value that keeps the temperature of the core at $T_{\text{max}}$.

The zero-slack policy is just that - a policy. It expresses the form of the globally optimal speed function. We first show that implementation of that policy requires repeatedly solving a convex optimization problem over short intervals. Next we exploit the structure of certain matrices that appear in constraints of the convex optimization formulation to develop a fast computational procedure which when compared to the convex optimization approach is 20 times faster, and with about 0.4% error in the predicted throughput.

The proposed solutions on the task-to-core allocation and thermally constrained DVFS are demonstrated by numerical results for a many-core processor. The proposed method for the task-to-core allocation achieves 20.2% improvement over corresponding power based thread migration scheme [2]. Finally, the potential of real-time executions of both online DVFS and task-to-core allocation are also demonstrated through experiments.

Fig. 2 shows the organization of the paper.

B. Related Work

Table I summarizes some of the related work in the field of processor level DTM. Until recently, the focus of the research on DTM has been on single-core processors [3]–[6]. Multi-core processors require speed and voltage control of each core, and assignment of tasks to the cores under thermal constraints. This makes the process of determining the optimal configurations significantly more challenging. Some of the existing works [7], [8] address the power management for multi-cores. Although power is a major limiting factor in the design of processors, especially portable devices, with the shrinkage of devices, thermal related issues are gaining increasing consideration. In general, power reduction techniques are not necessarily optimal under thermal constraints as power constraints are of aggregate nature, while thermal constraints are required to be satisfied at every instant of time.

Owing to the difficulty of incorporating time-dependent thermal constraints, much of the existing work on DTM have resorted to the use of simpler thermal models [3], [4], [9]–[11]. Some of these approximations include: (i) the use of simple lumped thermal RC model [3], [4], [12], which ignores the spatial thermal distribution and ignores the differences between the die and the package thermal time constants; (ii) neglecting the effect of leakage dependence on temperature [3], [4], [9] (at high temperatures, leakage power can increase power consumption by ten-fold); (iii) underestimating the importance of voltage scaling [9], [10], [13] (DVFS provides cubic power reduction). These assumptions may severely underestimate the throughput of processors.

This work advances the existing work in DTM of multicore processors in three ways: (1) it gives a precise formulation of the problem of optimal speed and voltage control with task-to-core allocation, that includes accurate power and thermal models; (2) it presents an optimal solution in the form of an optimal policy; and (3) it introduces approximations that are based on minimal realistic simplifications, which lead to efficient computational procedures for solving the DTM online.
TABLE I
OVERVIEW OF PREVIOUS WORK IN THE AREA OF DYNAMIC THERMAL MANAGEMENT FOR PROCESSORS.

<table>
<thead>
<tr>
<th>Subject</th>
<th>References and description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal modeling</td>
<td>HotSpot [14], ATML [15]</td>
</tr>
<tr>
<td>Power modeling</td>
<td>Watch [16], PTScalar [17]</td>
</tr>
<tr>
<td>Control techniques</td>
<td>Thread migration [21]-[25]</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A. Power and Thermal Models

The task model consists of $q$ tasks which are scheduled to run on an $n$ core processor. Each core is capable of executing a single task and each task is assumed to execute independently of other tasks, which means that there is no inter-task communication. The speed and voltage of a core $c$ are denoted by $s_c$ and $v_c$, and are assumed to be continuous functions of time normalized over $[0,1]$. A task $j$ consists of $I_j$ number of instructions and its instruction per cycle is denoted by $IPC_j$.

The thermal model used in this work is based on HotSpot-4 [33]. Using an analogy from electrical networks, HotSpot-4 represents the thermal characteristics and interactions between various thermal blocks as an RC network, with power inputs modeled as current sources, while heat spreading and storing capacities modeled through resistors and capacitances respectively. Fig. 3 shows the HotSpot thermal model for a typical four core processor. Each core is divided into $m$ thermal blocks on the die and the thermal interface material (TIM) layers. The package, which includes the heat spreader and the heat sink, is modeled with 5 and 9 thermal blocks, respectively. Together, the total number of thermal blocks is $N = 2nm + 14$.

The thermal model can be expressed using state-space models [34] as:

$$\frac{dT(t)}{dt} = AT(t) + BP(s, v, T, t),$$

where $T$ and $P$ are temperature and power vectors\(^1\) of dimension $N \times 1$ respectively, $N$ being the total number of thermal blocks. Since only the die units of chip generates heat, only the first $nm$ units of $P$ are non-zero. The dimension of $s$ and $v$ are $n \times 1$, where $n$ is the number of cores. $A$ and $B$ are constant matrices of size $N \times N$ and this makes the thermal system a time-invariant system. Note the cyclical dependency between $P$ and $T$ in (1).

$P$ represents the total power, which is sum of the dynamic power $P_d$ and the leakage power $P_l$. The dynamic power varies linearly with the speed and quadratically with the

\(^1\)All vectors are considered as column vectors, unless mentioned explicitly. Matrices and vectors are represented in bold.

\[P_{d,c,b}(t) = P_{d,max,c,b}(t)\frac{s_c(t)}{s_{max}} v_c^2(t),\]  \(\text{(2)}\)

where $P_{d,max,c,b}$ is the dynamic power dissipated by block $b$ of core $c$ when the core is at the maximum speed and voltage. $P_{d,max,c,b}$ is obtained by profiling the time-varying power consumption of the task to be run on core $c$.

The leakage power is given by the following empirical model [17].

$$P_{l,c,b}(t) = k_1 v_c(t) T_{c,b}^2(t) e^{-\alpha v_c(t) + \beta} + k_2 e^{(\gamma v_c(t) + \delta)}.$$  \(\text{(3)}\)

$k_1, k_2, \alpha, \beta, \gamma$ and $\delta$ are parameters that depend on circuit topology, size, technology and design. The non-linear leakage power dependence on temperature and voltage (LDTV), as well as the cyclic dependency between the leakage power and the temperature, complicate the analysis and the solution to various optimization problems. Without any further simplification, one can only resort to numerical solutions for general non-linear optimization problems. To make any further progress and to develop computationally efficient solutions, this relation needs to be approximated by linear models.

B. Piece-wise Linear Approximation (PWL) to LDTV

The leakage power described in (3) can be represented as a three dimensional surface with voltage and temperature axis as shown in Fig. 4. This surface can be linearized w.r.t temperature and voltage to any desired accuracy. The leakage power for an approximated linear section is expressed by the following equation:

$$P_{l,c,b}(t) = P_{l,0,c,b} + g_{T,c,b} T_{c,b}(t) + p_{v,c} v_c(t), \forall c, b, t.$$  \(\text{(4)}\)
\( g_{T,c,b} \) and \( p_{v,c} \) represent the temperature and the voltage coefficients. \( P_{l0,c,b} \) represents the leakage power for block \( b \) in core \( c \) corresponding to \( T_{c,b} = 0 \) and \( v_c = 0 \). Note that \( T_{c,b} = 0 \) and \( v_c = 0 \) refer to the ambient temperature and the minimum voltage.

Let \( Y \) be defined as

\[
Y(i, j) = \begin{cases} 
1, & \text{if block } i \text{ belongs to core } j \text{ and } i \leq nm \\
0, & \text{otherwise}.
\end{cases}
\]

Then the dynamic and the leakage power vectors are given by

\[
P_d(s, v, t) = \text{diag}(P_{d}^{\text{max}}(t))Y \text{diag}(v(t))^2s(t),
\]
\[
P_l(v, T, t) = P_{l0} + G_T T(t) + P_v(v, t),
\]
where \( P_d(v, t) = \text{diag}(P_d)Yv(t) \). \( G_T \) and \( P_v \) are vectors of \( g_{T,c,b} \) and \( p_{v,c} \) respectively. \( \text{diag} \) creates a diagonal matrix of a vector.

Substituting (5) and (6) in (1),

\[
\frac{dT(t)}{dt} = \dot{A}T(t) + B[P_d(s, v, t) + P_v(v, t) + P_{l0}],
\]
where \( A = A + BG_T \). Thus we removed the cyclical dependency between the temperature and the power in (1) with the use of PWL.

### C. Thermal-delay Models

It is well known that temperature, supply and threshold voltages affect the delay of a circuit. The following model [17], incorporates the above factors to express the maximum frequency of operation \( s_{c}^{\text{max}} \) as a function of the core voltage and its temperature for 65 nm technology.

\[
s_{c}^{\text{max}}(t) = k_v \frac{(v_c(t) - v_{th})^{1.2}}{v_c(t) \text{max}(T_c(t))^{1.15}} \tag{8}
\]

where \( v_{th} \) is the threshold voltage and \( k_v \) is the constant of proportionality. The \( \text{max} \) in (8) is taken over all the blocks in core \( c \).

We have compiled the commonly used notation in this paper in Table II for easy reference.

**III. MAKESPAN MINIMIZATION**

**A. Problem Definition**

Consider \( q \) tasks (not necessarily identical). The problem is to determine the assignment of tasks to cores and the transient voltages and speeds of cores, such that the latest task completion time or the makespan of all tasks is minimized, subject to constraints on temperature, speeds and voltages.

Let \( M \) be an \( n \times q \) matrix that represents the assignment of tasks to cores. It is defined by

\[
M(i, j) = \begin{cases} 
1, & \text{if task } j \text{ is assigned to core } i, \\
0, & \text{otherwise}.
\end{cases}
\]

The following equations express the bijective task-to-core mapping.

\[
\sum_{i=1}^{n} M(i, j) = 1, \quad \sum_{j=1}^{q} M(i, j) = 1, \quad \forall i, j. \tag{9}
\]

Then the general problem can be stated as follows.

\[
\min_{s(t), v(t), M(t)} \quad t_f = \max_{1 \leq i \leq n} t_{f,c},
\]
\[
\text{s.t.} \quad \frac{dx(t)}{dt} = s(t)M(t)IPC(t),
\]
\[
x(0) = 0, \quad x(t_f) = I, \tag{12}
\]

\[
\frac{dT(t)}{dt} = \dot{A}T(t) + B[P_d(M, s, v, t) + P_v(v, t) + P_{l0}], \quad \forall t, \tag{13}
\]

\[
P_d(M, s, v, t) = P_{d}^{\text{max}}(t)M' \text{diag}(v(t))^2s(t), \quad \forall t, \tag{14}
\]

\[
T(0) = T_0, \quad T(t) \leq T_{\text{max}}, \quad \forall t, \tag{15}
\]

\[
0 \leq s_c(t) \leq k_v \frac{(v_c(t) - v_{th})^{1.2}}{v_c(t) \text{max}(T_c(t))^{1.15}}, \quad \forall t, c, \tag{16}
\]

\[
0_{n \times 1} \leq v(t) \leq 1_{n \times 1}, \quad \forall t. \tag{17}
\]
\( t_{f,c} \) refers to the task completion time of task on core \( c \) and \( t_f \) denotes the final completion time or the makespan of all tasks. Here \( x(t) \) is the number of instructions that have been completed by tasks on respective cores as dictated by the allocation matrix \( \mathbf{M} \) at time \( t \). Equation (11) relates the speed of a core to its execution rate. Each task starts at time 0 and finishes by time \( t_f \) as described in (12).

\[ \mathbf{P}_d(\mathbf{M},s,v,t) \] maps the power consumption of tasks to cores as described in (14). \( \mathbf{P}_{d}^{max} \) is a matrix of size \( N \times q \), where column \( j \) contains the \( \mathbf{P}_{d}^{max} \) of a task \( j \). In (14), by multiplying \( \mathbf{P}_{d}^{max} \) by \( \mathbf{M} \), we are choosing the tasks according to the allocation specified in \( \mathbf{M} \) and combining with the cores characteristics (s, v) to derive the total dynamic power consumption of each core.

Task allocation or migration has high performance penalty compared with the voltage-speed scaling. Hence the migration interval is typically chosen around 50–100 ms much larger compared with the voltage-speed scaling. Hence the migration consumption of each core.

A. Problem Definition and the Optimal Policy

The formulation of the transient voltage-speed control to minimize the makespan of tasks within a migration interval is presented here. Since the task allocation is known at the beginning of the migration interval, without loss of generality, the task and the core number are the same and used interchangeably. \( I_c \) denotes the number of instructions of the task assigned to core \( c \). The control variables, viz., the speed and the voltage are continuous, hence the problem is formulated as an optimal control problem.

\[
\begin{array}{l}
\text{minimize} \quad t_f = \max_{1 \leq c \leq n} t_{f,c}, \\
\text{subject to} \quad \frac{dx_c(t)}{dt} = IPC_c s_c(t), \forall c, \\
x(0) = 0, \quad x(t_f) = 1, \\
\frac{dT(t)}{dt} = \dot{\mathbf{T}}(t) + B[\mathbf{P}_d(s,v,t) + \mathbf{P}_u(v,t) + \mathbf{P}_{d0}], \forall t, \\
\mathbf{T}(0) = \mathbf{T}_0, \quad T(t) \leq T_{max}, \forall t, \\
0 \leq s_c(t) \leq k_v \frac{(v_c(t) - v_{th})^{1.2}}{v_c(t) \max(T_c(t))^{1.1}}, \forall t, c, \\
o_{n \times 1} \leq v(t) \leq 1_{n \times 1}, \forall t. 
\end{array}
\]

The above formulation is a \textit{minimum time problem} in optimal control theory [35]. Since the task allocation is fixed for the duration of the voltage-speed scaling, the formulation does not contain \( \mathbf{M} \). \( \mathbf{x} \) and \( \mathbf{T} \) are two state variables with fixed initial conditions. \( \mathbf{x} \) has a variable endpoint \( t_f \). The \textit{mixed control-state point-wise inequalities} (22), (23) complicate the solution process. The solution is obtained through the use of \textit{direct adjoining approach} [36]. Only the final solution is presented below and the details of the derivation can be found in Appendix A.

Let \( s_{max,c} \) be the speed which sets the temperature of the hottest block of core \( c \) at the maximum. Then the optimal speed policy for the core \( c \) is given by

\[
s^*_c(t) = \begin{cases} 
1, & \max(T_c(t)) < T_{max}, \\
0, & \max(T_c(t)) > T_{max}, \\
\left[ s_{max,c}(t), \max(T_c(t)) = T_{max} \right]. 
\end{cases}
\]

The corresponding voltage is calculated by solving the following equation numerically.

\[
s_c(t) = k_v \frac{(v_c(t) - v_{th})^{1.2}}{v_c(t) \max(T_c(t))^{1.1}}, \forall t, c. \tag{26}
\]

The above policy, which we refer to as the \textit{zero-slack} policy suggests that in order to minimize the overall makespan, either the speed of a core is set to the maximum when the temperatures of all thermal blocks in that core are less than the maximum or the speed should be set such that at least one of the thermal blocks in that core is at the maximum specified temperature.

Fig. 5 shows the typical optimal voltage-speed profile for a core. The speed is deduced from (25) and the corresponding voltage from (26). Initially the temperature of the hottest block is assumed to be less than the maximum, hence the speed is set to the maximum, which corresponds to the first condition in (25). As the core temperature begins to increase, the voltage also increases in order to satisfy the delay constraint in (26). Once the temperature of the hottest block has reached the maximum, the speed is throttled such that the temperature is maintained at the maximum, which is the speed \( s^*_c(t) \). The corresponding voltage is derived from (26).

The \textit{zero-slack} policy is just a policy or a guideline to set core speeds and voltages to minimize the makespan. It does not provide a mechanism to implement the policy. In order to find an implementation, we note that the core speeds and voltages determined through the zero-slack policy depends only on the current temperature of the cores and is independent of the core speeds, voltages and temperatures at any other time instants. Thus \textit{global minimization of makespan can be achieved through local maximization of instantaneous throughput}. For an online implementation of the zero-slack policy.
B. Convex Optimization Formulation and its Solution

In order to implement the zero-slack policy at every scheduling interval, the temperature of all thermal blocks at any scheduling interval should be computable. Let \( t_s \) be the length of the scheduling interval, then the temperature at the \( k^{th} \) interval can be computed as (obtained by discretizing (7)) [38],

\[
T(kt_s) = e^{At_s}T(((k-1)t_s)) + A^{-1}(e^{At_s} - I_{N \times N})BP(s, v, kt_s),
\]

where

\[
P(s, v, kt_s) = P_d(s, v, kt_s) + P_v(v, kt_s) + P_{10}
\]

and \( I \) is the identity matrix. For simplicity of notation, the use of \( t_s \) is omitted and \( T(kt_s) \) is simply written as \( T(k) \). Rewriting the above equation with \( E = e^{At_s} \) and \( R = A^{-1}(e^{At_s} - I_{N \times N})B \),

\[
T(k) = ET(k-1) + RP(s, v, k).
\]

With the above discretization, the problem of instantaneous throughput maximization for every scheduling interval is formulated as a convex optimization problem.

\[
\begin{align*}
\max_{s, v} & \sum_c s_c(k), \quad \forall c, \\
\text{s.t.} & \quad T(k) = ET(k-1) + RP(s, v, k), \\
& \quad T(k) \leq T_{max}, \\
& \quad 0 \leq s_c(k) \leq k_0 \frac{(v_c(k) - v_{th})^{1-2}}{v_c(k) \max(T_c(k))^{1.19}}, \quad \forall c, \\
& \quad 0_{N \times 1} \leq v(k) \leq 1_{N \times 1}.
\end{align*}
\]

The proof of convexity of the above optimization problem is derived in Appendix B.

The computational time to solve the above convex optimization problem does not scale well with the problem size and thus it is less attractive for an online implementation. With the aid of realistic assumptions, a fast computational procedure is derived in the following section.

C. Fast Computational Procedure

In this section, a fast computational method, which avoids the complexity of convex optimization is proposed. By making use of certain useful properties that matrix \( R \) exhibits for scheduling intervals on the order of the die thermal time constant, an efficient computational procedure is developed, whose computational time complexity is linear in the number of cores and logarithmic in the number of discrete states of speeds and voltages.

In order to understand the structure of \( R \), we need to know the typical multi-core floorplan. Fig. 6 shows the floorplan of a dual core Alpha 21264 processor as an example of a typical multi-core floorplan. This floorplan is constructed by replicating the single-core floorplan, such that the processing units of cores are separated by L2 caches. This floorplan is shown to be beneficial as it produces fewer thermal hotspots compared to other floorplans due to reduced lateral heat flow [39].

Next, the properties of \( R \) are studied for scheduling intervals on the order of the die thermal time constant. Fig. 7 shows a typical plot representing values of \( R \) for the dual-core Alpha 21264 processor with the scheduling interval set to the die thermal time constant, which is typically 10 ms for the Alpha processor. The arrangement of die, TIM, spreader and package blocks of the matrix are shown in the figure. Note that the Alpha 21264 processor has 20 functional blocks in both the die and the TIM layers.

From (29), we see that the temperature \( T \) is obtained by multiplying \( R \) with the power vector \( P \). From Fig. 7, we see that the power dissipation of a die section of a certain core affects mainly the temperature of the die section of the same core. For example, we see that rows 1–20 are populated mostly between columns 1–20 (die) and 41–60 (TIM). Noting that the power vector is non-zero only for the die blocks, we see that the power dissipation of the die section of core 1 is mostly responsible for the temperature of the die section of core 1. This observation can be explained due to the presence of large and cooler inter-core caches (see Fig. 6) which reduce the inter-core lateral heat transfer. Since the scheduling intervals

Fig. 6. Dual-core floorplan of Alpha 21264 processor [37].

Fig. 7. Plot of values of matrix \( R \) for the dual-core Alpha processor with scheduling interval \( t_s = 10 \text{ ms} \) [11].
are chosen on the order of the die thermal time constant, which is orders of magnitude lesser than the package thermal time constant, the heat generation due to the power dissipation of a core gets localized within the core for these short intervals of time. Thus the temperature of a core is mainly derived from the power of that core for time durations on the order of the die thermal time constant.

The above observation helps in the local determination of speeds and voltages of cores based on their own power dissipation and independent of the speeds and voltages of other cores. The simplified temperature computation of the die section of core $c$ is given by

$$T_{\text{die},c}(k) = ET_{\text{die},c}(k-1) + R_{\text{die},c} \hat{P}_{\text{die},c}(k),$$

(35)

The matrix $R_{\text{die},c}$ corresponds to the die section of core $c$ in $R$. For the dual-core processor shown in Fig. 6, $R_{\text{die},1}$ corresponds to rows 1–20 and columns 1–20 of $R$. Note that the matrix $R_{\text{die},c}$ is of constant size (number of functional units) irrespective of the number of cores. Thus the temperature computation of an $n$ core processor is linear in the number of cores.

This isolation of temperature determination enables the use of binary search technique to determine the speed and the voltage of each core such that they satisfy the optimal policy (25). The time complexity of the binary search method is logarithmic in the number of discrete states of speeds and voltages. The above procedure is summarized in Algorithm 1.

### Algorithm 1: Fast computational procedure to determine the voltage-speed scaling to minimize makespan.

Input: Power profile, instruction length of tasks. Initial temperature.

Available speed and voltage states.

Output: Speed and voltage profile for each scheduling interval $kt_s$ do

for each core $c$ do

Run binary search on $s_c$ such that $T_{\text{die},c}(kt_s) = T_{\text{max}}$ (see (35));

Let $s_c(kt_s)$ be the corresponding speed;

$s_c(kt_s) = \min(s_c(kt_s), 1)$;

Solve (26) to find the corresponding $v_c(kt_s)$;

end

end

The optimal speed policy is given by (25). In [10], the authors have shown for speed-only DTM (neglecting the die capacitances) that the optimal speed curve is an exponential function, whose time constant is that of the package thermal time constant. It can be shown that the optimal speed policy derived in Section IV-A follows this exponential curve in the general sense with variations along the path.

The above inference is useful in comparing two speed profiles. It can be deduced that a speed function with higher steady-state speed has higher overall throughput (integral of speed over the duration of execution) than a speed function with lower steady-state speed. Hence the steady-state speed can be used as a metric for throughput comparison of different speed functions. We previously mentioned that the tasks are allocated at intervals much longer than the die thermal time constant. At these intervals, the die and the TIM capacitances saturate. Thus we can conduct the steady-state thermal analysis for the die and the TIM. Note that the package temperature can be assumed to remain constant during this interval as its thermal time constant (1–2 min) is orders of magnitude higher than the migration interval.

From the zero-slack policy stated in Section IV-A, we know that minimizing makespan can be achieved by maximizing the instantaneous throughput. Hence we replace the objective in the formulation in Section III with maximizing throughput $(s_{ss})$ for the purpose of determining the task-to-core allocation as shown below.

$$\max_{s_{ss}, v_{ss}, M} \sum_c s_{c,ss}, \forall c,$$

(36)

$$s.t. \quad T = -A^{-1}B[P_d(M, s_{ss}, v_{ss}) + P_v(v_{ss}) + P_{l0}],$$

(37)

$$P_d(M, s_{ss}, v_{ss}) = P^{max}M' diag(v_{ss})^2 s_{ss},$$

(38)

$$T \leq T_{max}, \quad T_{pkg} = T_{pkg0},$$

(39)

$$0 \leq s_{c,ss} \leq k_v \left(\frac{v_{c,ss} - v_{th}}{v_{c,ss}}\right)^{1/2},$$

(40)

$$v_{c,ss} \leq \text{max}(T_{c,0})^{1.15}, \forall c,$$

(41)

$s_{c,ss}$ and $v_{c,ss}$ are the steady-state speed and voltage of core $c$. $T_{pkg}$ is the package temperature vector. Equation (37) is the steady-state temperature derived by setting $\frac{dT}{dt} = 0$ in (7). Equation (38) is same as (14), but for steady-state conditions.

The solution to the above optimization problem is complicated by the fact that it contains a mixed-integer non-linear constraint in (38) involving $s_{ss}, v_{ss}$ and $M$. Performing a mixed-integer non-linear optimization in real time is computationally hard. We remove this non-linearity by making the observation that the lateral temperature contribution from neighboring cores to a core is less due to the presence of large caches. This simplification is detailed in the following section.

### V. TASK-TO-CORE ALLOCATION

#### A. Problem Definition

The goal of the task-to-core allocation is to determine an optimal allocation for every migration interval, which when combined with the optimal voltage-speed scaling policy (derived in Section IV) within the migration interval minimizes the overall makespan.

Recall that the optimal speed policy is given by (25). In [10], the authors have shown for speed-only DTM (neglecting the die capacitances) that the optimal speed curve is an exponential function, whose time constant is that of the package thermal time constant. It can be shown that the optimal speed policy derived in Section IV-A follows this exponential curve in the general sense with variations along the path.

The above inference is useful in comparing two speed profiles. It can be deduced that a speed function with higher steady-state speed has higher overall throughput (integral of speed over the duration of execution) than a speed function with lower steady-state speed. Hence the steady-state speed can be used as a metric for throughput comparison of different speed functions. We previously mentioned that the tasks are allocated at intervals much longer than the die thermal time constant. At these intervals, the die and the TIM capacitances saturate. Thus we can conduct the steady-state thermal analysis for the die and the TIM. Note that the package temperature can be assumed to remain constant during this interval as its thermal time constant (1–2 min) is orders of magnitude higher than the migration interval.

From the zero-slack policy stated in Section IV-A, we know that minimizing makespan can be achieved by maximizing the instantaneous throughput. Hence we replace the objective in the formulation in Section III with maximizing throughput $(s_{ss})$ for the purpose of determining the task-to-core allocation as shown below.

$$\max_{s_{ss}, v_{ss}, M} \sum_c s_{c,ss}, \forall c,$$

(36)

$$s.t. \quad T = -A^{-1}B[P_d(M, s_{ss}, v_{ss}) + P_v(v_{ss}) + P_{l0}],$$

(37)

$$P_d(M, s_{ss}, v_{ss}) = P^{max}M' diag(v_{ss})^2 s_{ss},$$

(38)

$$T \leq T_{max}, \quad T_{pkg} = T_{pkg0},$$

(39)

$$0 \leq s_{c,ss} \leq k_v \left(\frac{v_{c,ss} - v_{th}}{v_{c,ss}}\right)^{1/2},$$

(40)

$$v_{c,ss} \leq \text{max}(T_{c,0})^{1.15}, \forall c,$$

(41)

$s_{c,ss}$ and $v_{c,ss}$ are the steady-state speed and voltage of core $c$. $T_{pkg}$ is the package temperature vector. Equation (37) is the steady-state temperature derived by setting $\frac{dT}{dt} = 0$ in (7). Equation (38) is same as (14), but for steady-state conditions.

The solution to the above optimization problem is complicated by the fact that it contains a mixed-integer non-linear constraint in (38) involving $s_{ss}, v_{ss}$ and $M$. Performing a mixed-integer non-linear optimization in real time is computationally hard. We remove this non-linearity by making the observation that the lateral temperature contribution from neighboring cores to a core is less due to the presence of large caches. This simplification is detailed in the following section.

#### B. Structure of the HotSpot Conductance Matrix

Given a floorplan, it is easy to construct the conductance matrix $G$ using the HotSpot thermal circuit model [33]. Fig. 8 shows the sparsity plot of the conductance matrix for the dual-core Alpha processor shown in Fig. 6. A non-zero entry in the matrix is represented by a dot in the plot. It is seen from the figure that most of the entries are concentrated along the main diagonal and the off-diagonal elements of the die and the TIM sections; the package and the spreader sections. The square diagonal blocks represent the lateral resistances of the die and the TIM of the cores. The vertical resistances connecting...
Die and TIM layers of the chip are shown by the off diagonal elements. The vertical and horizontal strip of dots in the figure represent the vertical resistances between the TIM and the spreader.

As seen from Fig. 6, each core is surrounded by a large cache. These caches act as cooler regions of the chip and help in reducing the lateral heat flow between the cores. Hence lower lateral resistances between the cores are seen in Fig. 8. Based on this inference, the sparse blocks of the matrix corresponding to the inter-core die and TIM resistances can be neglected and the resultant conductance matrix is labeled as shown in Fig. 9.

The diagonal components of the conductance matrix in Fig. 9 are named $G_{\text{die}}$ and $G_{\text{tim}}$ corresponding to the die and TIM layers of the chip respectively. $G_{\text{die-tim}}$ and $G_{\text{tim-die}}$ denote the same vertical conductances connecting the die and TIM layers. Similarly, $G_{\text{tim-spr}}$ and $G_{\text{spr-tim}}$ denote the conductances connecting the spreader layer to the TIM layer. Finally, the package conductances are denoted by $G_{\text{pkg}}$.

The optimal speeds and voltages of cores for a given allocation can be obtained by setting $T_{\text{die,ij}} = T_{\text{max}}$ and solving (47) and (26) simultaneously (the corresponding $s_{ij} \leq 1$). Thus the computation of speed for a core executing a given task is independent of the speed computations of other cores. Let $S$ be a matrix, whose elements are $s_{ij}$, where $i$, $j$ refer...
to the core and the task number respectively. This matrix is referred to as the speed matrix.

Given this speed matrix \( S \), the problem of optimal task-to-core allocation is formulated as

\[
\max \sum_{M} M^* S, \quad \text{(53)}
\]

\[
s.t. \sum_{i=1}^{n} M(i, j) = 1, \quad j \in \{1, \ldots, q\}, \quad \text{(54)}
\]

\[
\sum_{j=1}^{q} M(i, j) = 1, \quad i \in \{1, \ldots, n\}, \quad \text{(55)}
\]

\[
M(i, j) \in \{0, 1\}, \quad i \in \{1, \ldots, n\}, \quad j \in \{1, \ldots, q\}. \quad \text{(56)}
\]

This is a linear assignment problem and has an efficient polynomial time solution \( O((nq)^3) \) using Munkres algorithm [40]. Once the allocation is determined using this algorithm, the speeds and the voltages within the migration interval are determined for every scheduling interval as described in Section IV.

VI. EXPERIMENTAL RESULTS

A. Experimental Setup

A multi-core version of Alpha 21264 processor described in Section IV-C was used to experimentally validate the proposed techniques. We chose to use the Alpha processor for our experiments as the details of power and thermal models of other processors were not available. The thermal behavior of the processor was modeled using HotSpot-4 thermal-circuit model [33]. The tasks were obtained from MiBench benchmark [41]; their power values were extracted by simulating them using PTScalar [17]. The maximum temperature was limited to 110°C and the maximum frequency of operation was set at 2 GHz. The supply voltages of cores were allowed to vary from 0.3 V to 1.2 V. The total dynamic power of the processor was restricted to 230 W, while the leakage power contribution was limited to 60 W. The convectional thermal resistance in HotSpot thermal model was set at 0.35°C/W.

The scheduling interval for the voltage-speed scaling method was fixed at 10 ms. The migration interval was fixed at 100 ms to minimize the computation overhead.

We have developed a thermal management simulator called MAGMA [42], which is capable of design space exploration, performing several offline and online thermal management techniques including the algorithms developed in this paper. The simulator includes the leakage dependence on temperature and allows user to trade-off model accuracy with the simulation time. The simulator is open source and is available for public download.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>basicmath</th>
<th>qsort</th>
<th>IFFT</th>
<th>GSM dec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. dyn. power (W)</td>
<td>60.13</td>
<td>56.75</td>
<td>55.41</td>
<td>57.54</td>
</tr>
<tr>
<td>IPC</td>
<td>1.8</td>
<td>1.85</td>
<td>1.95</td>
<td>2.45</td>
</tr>
<tr>
<td>Instructions (billion)</td>
<td>500</td>
<td>300</td>
<td>700</td>
<td>900</td>
</tr>
<tr>
<td>Completion times (sec)</td>
<td>Optimal</td>
<td>277</td>
<td>132</td>
<td>287</td>
</tr>
<tr>
<td></td>
<td>Discrete</td>
<td>276</td>
<td>134</td>
<td>287</td>
</tr>
</tbody>
</table>
states (current Intel processors support up to ten voltage-speed profiles to minimize the makespan, we could not provide a comparison of our optimal makespan policy with other works.

In Fig. 10, the temperature of all cores are initially below the maximum specified temperature of 110°C. Hence the speeds are set to the maximum. As the temperatures increase, the speeds of the cores are throttled exponentially to maintain the core temperatures at the maximum. We also see that once a task is completed, it enables other tasks to execute at faster pace as there is less power consumption. For example, after task qsort (132 s) and basicmath (277 s) finish their executions, we see an increase in the speeds of other tasks. The optimal DVFS scheduling resulted in a makespan of 342s.

C. Comparison of the Approximate Solution with the Convex Optimization Solution for Makespan Minimization

The results of using the faster but approximate method described in Section IV-C in comparison with the convex optimization method (Section IV-B) are shown in Table IV. The error reported is simply the relative difference between the speeds obtained from the convex optimization approach and the approximate method. The approximate procedure improves the computation time significantly (3X – 24X) with increasing number of cores, while the error in accuracy is less than 0.4%.

D. Discrete Voltage-speed Implementation

To demonstrate that our proposed procedure is suitable for practical implementation, we computed an approximate discrete voltage-speed policy using ten speed and voltage states (current Intel processors support up to ten voltage-speed states) as shown in Fig. 11. The tasks conditions are the same as in Table III. The speeds are chosen such that the highest discrete speed which satisfies the thermal constraint is chosen. This may lead to frequent toggling between neighboring speed states as seen in the figure to maintain the temperature at the maximum according to the zero-slack policy. Since the discrete implementation is an approximation to the continuous optimal policy, it results in a slightly higher makespan (343 s) and longer completion times of tasks compared with the optimal policy as seen from Table III.

E. Performance Improvement through Task Migration

This section demonstrates the advantages of task migration in improving the overall performance by comparing the throughput improvement by executing a set of tasks with and without task migration. Fig. 12 shows the plot of throughput of a four core processor executing four tasks chosen out of a set of eight tasks for a duration of 200 s with the initial package temperature set at 35°C. Throughput is measured as the sum of core speeds weighted by their respective IPCs.

First, we execute tasks according to the optimal voltage-speed scaling alone as derived in Section IV for a fixed allocation of tasks to cores. Next, we execute the same set of tasks using both the task migration (according to Section V) and the optimal voltage-speed scaling. We see 32.3% improvement in throughput with the task migration. Hence demonstrating the need for task migration to improve performance.

F. Performance Comparison of the Optimal Task-to-core Allocation with the Power-based Thread Migration

The comparison of performance of the proposed optimal task-to-core allocation with the power based thread migration (P.TM) [2] method is presented here. The mapping algorithms were required to choose four tasks among eight tasks to execute on a four-core processor for every migration interval. Note that each core still executes only one task.

In P.TM, the cores are sorted by their current temperatures (increasing) and tasks are sorted by their power dissipation numbers (decreasing). At the beginning of every migration interval, task $i$ is mapped to core $i$ according to their respective lists, i.e. the highest power dissipating task is assigned to the coldest core and the least power dissipating task to the hottest core.

Fig. 13 shows the plots of the throughputs (sum of core speeds weighted by their IPCs) of the proposed optimal
allocation with the P.TM technique for a four core processor with eight available tasks. The simulation is performed for a duration of 100 s with the initial package temperature set at 35°C. The throughput within a migration interval is obtained using the optimal voltage-speed scaling as described in Section IV.

Since the P.TM method does not predict the temperatures for all combinations of tasks and cores, and considers only the current temperature, it cannot take into account the heterogeneity of cores and the spatial variation of leakage power. Also, if some cores have the same temperature, the P.TM cannot decide on the mapping of tasks to those cores. Hence P.TM results in lower throughput compared with the proposed allocation technique. The spatial variation of leakage power was set at 30% of the maximum leakage power. The plots demonstrate that the proposed optimal allocation scheme has a throughput improvement of 20.2% over the P.TM technique at the steady-state conditions, which is equivalent of losing the throughput of one core among five cores.

G. Effect of Cores and Tasks on the Performance of Task-to-core Allocation

Fig. 14 shows the performance of the proposed optimal task allocation for various combinations of number of tasks and cores against the P.TM scheme for similar configuration. The plot shows the percentage improvement in throughput. Higher task-to-core ratio provides more flexibility for the proposed algorithm to extract the maximum throughput in comparison with the P.TM scheme. This can be observed from the figure with improvements as high as 3.2X.

H. Computation Times

Table V shows the computation time for both the proposed task-to-core allocation and voltage-speed scaling methods for various number of cores under DVFS. The table also includes the simulation time for the P.TM method. The simulation was conducted in Matlab, run on Intel Core 2 duo processor at 1.67 GHz with a 2 GB RAM. The computation time for voltage-speed scaling method is the time taken to compute the speed and voltage by every core for one scheduling interval.

Although the P.TM method consumes negligible time to compute the mapping of tasks to cores, it is worth considering the trade-off between the loss in throughput and the simulation time.

As mentioned previously, each core can compute its own voltage and speed. Although solving the linear assignment problem to compute the task allocation cannot be completely parallelized, the speed matrix can be computed in parallel (as each core computes its own speed and voltage). Moreover, computational time for solving linear assignment problem through Munkres algorithm [40] takes negligible time compared to the time to compute the speed matrix. Hence we have shown only the computation time per core in the table. Note that the computation time per core in both the voltage-speed scaling and the task-to-core allocation methods are almost the same across the number of cores. Thus proving that the complexity of our algorithms is linear in the number of cores.

If the algorithms are compiled into executables, we expect a modest 30X improvement (verified through execution of few matrix operations implemented in Matlab and C). With this it can be verified that the computation times shown in the table for both the voltage-speed scaling and the task-to-core allocation schemes have small overhead (less than 6%) compared to the scheduling and the migration intervals used in the experiments respectively.

VII. Conclusion

Developing efficient online techniques for multi-core processors is necessary for maximum processor utilization under changing workload conditions. In this paper, the optimal DVFS scheduling problem is addressed as separate problems of task-to-core allocation over migration intervals and voltage-speed scaling within migration intervals. Practically implementable techniques for both the problems are developed and shown to be optimal. Simulations demonstrate that our techniques achieve significant performance improvements over the existing techniques. The proposed approximate techniques are shown to be accurate within 0.4% of the optimal solution, but have orders of magnitude speedup.

APPENDIX A

PROOF OF OPTIMAL CONTROL POLICY

A. Hamiltonian Setup

Consider the optimal control formulation in Section IV-A. First we construct the Hamiltonian [35] from the performance index (18), which can be written as \( \int_0^{T_t} 1 \, dt \), and the state equality constraints (19) and (21) as shown below:

\[
\mathcal{H}(x, T, s, v, \lambda_x, \lambda_T, \mu, t) = 1 + \sum_c \lambda_{x,c}(t)IPC_c(t)s_c(t) \\
+ \lambda'_T[A\dot{T}(t) + B\{\text{diag}(P_d^{max}t)\}X \text{diag}(v(t))^2s(t) \\
+ \text{diag}(P_v)Xv(t) + P_0}. \quad (57)
\]
\( \lambda_x \) and \( \lambda_T \) are the state variables that act as Lagrange multipliers for (19) and (21) respectively.

The states \( s, v, T \) and the state variables \( (\lambda_x, \lambda_T) \) in the Hamiltonian (57) are required to satisfy the following:

\[
\frac{dx^*(t)}{dt} = H_{\lambda_x}(t), \quad \frac{dT^*(t)}{dt} = H_{\lambda_T}(t),
\]

\[
\frac{d\lambda_x^*(t)}{dt} = -H_{\lambda_x}(t), \quad \frac{d\lambda_T^*(t)}{dt} = -H_{\lambda_T}(t).
\]

Solving for the co-state variables,

\[
\lambda_x^*(t) = \lambda \text{ (a constant)},
\]

\[
\frac{d\lambda_T^*(t)}{dt} = -A^T\lambda_T^*(t).
\]

From state space methods \[38\], \( \lambda_T^* \) can be calculated as

\[
\lambda_T^*(t) = e^{-A^T} \lambda_T^*(0).
\]

Let \( \mu \) and \( \nu \) be the vectors of constraint qualifiers \[36\] for (23) and (22) respectively, such that

\[
\mu_c(t)g_c(t) = 0, \quad \mu_c(t) \geq 0, \quad \forall t, c.
\]

\[
\nu^*(t) h(t) = 0, \quad \nu^* \geq 0, \quad \forall t.
\]

where \( g_c(t) = s_c(t) - k_v \frac{(v_c(t) - v_{m,t})}{v_{c,t}}^{1.2} \) and \( h(t) = (T(t) - T_{max}) \).

**B. Optimal Voltage-Speed Profile**

Pontryagin minimum principle \[35\] states that the optimal controls \( s^*, v^* \) need to satisfy the following inequality:

\[
\mathcal{H}(x^*, T^*, s^*, v^*, \lambda_x^*, \lambda_T^*, \mu^*, t) \leq \mathcal{H}(x^*, T^*, s, v, \lambda_x^*, \lambda_T^*, \mu^*, t).
\]

From the direct adjoint approach \[36\],

\[
\mathcal{L}_{s_c}^* = \mathcal{H}_{s_c}^*(t) + \lambda_{c} g_{s_c}(t) = 0, \quad \forall t, c,
\]

\[
\mathcal{L}_{v_c}^* = \mathcal{H}_{v_c}^*(t) + \mu_{c} g_{v_c}(t) = 0, \quad \forall t, c.
\]

Replacing the Hamiltonian in (65), (66) and (67) with (57) and separating the controls for every core results in,

\[
\min_{s_c(t), v_c(t)} \left[ \sum_{j=1}^{m} \left( P_{d,j} \right) v_c^2(t) \right] + \lambda_{s} IPC_c(t) s_c(t) + \sum_{j=1}^{m} \left( P_{d,j} \right) v_c^2(t) \right] v_c(t),
\]

\[
\lambda_{x_c} IPC_c(t) + \sum_{j=1}^{m} \left( P_{d,j} \right) v_c^2(t) \right] \lambda_{s_c} IPC_c(t) = 0, \quad \forall t, c.
\]

\[
\lambda_{x_c} IPC_c(t) + \sum_{j=1}^{m} \left( P_{d,j} \right) v_c^2(t) \right] \lambda_{s_c} IPC_c(t) = 0, \quad \forall t, c.
\]

\[
\sum_{j=1}^{m} \left( P_{d,j} v_c(t) + P_{d,j} v_c^2(t) \right) \lambda_{s_c} IPC_c(t) = 0, \quad \forall t, c.
\]

\[
\frac{d v_c}{d s_c} = k_v \frac{v_c^2 \max(T_c)^{1.19}}{(v_c - v_t)^{0.2}(0.2 v_c + v_t)}.
\]

\[
\frac{d^2 v_c}{d s_c^2} = 2 \left( \frac{d v_c}{d s_c} \right)^2 \frac{0.2 v_c^2 + 0.8 v_c v_t - v_t^2}{(0.2 v_c + v_t)(v_c - v_t)}.
\]

For \( v_c \geq v_t \), it can be easily shown that \( \frac{d^2 v_c}{d s_c^2} \geq 0 \). Hence voltage \( v_c \) is convex w.r.t. speed \( s_c \) and thereby \( P \) and \( T \) are also convex w.r.t. \( s \) from (73).

Since all the constraints in the formulation are proved to be convex, the formulation turns out to be a convex optimization problem.
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